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ABSTRACT

This repor_ describes the re_alts of a study of con2in_us model

matching techniques as applied to the determination of param_ _rs of

time-varying h_nan pilot mo_els. This work constitutes Task 2 of a

study of model matching techniques being conducted u_ier NASA Contract

_sl-258z.

Tae intital phase of the study is aimed at an Im_rowment of con-

vergence time of the continuoua model matching technigue developed under

Task 1. The dependence of convergence time on the choice mud composi-

tion of the criterion function, on parameter adjustment gain and on

filtering in the a&Justment l_p are &tidied. Results obtained in this

l_ame are used in _,tchir_ artificially perturbed parameters of a second

order system by adjusting the l_aw_eters of a second order model. The

original system is made tlme-vari_nt by perturbing its i_ameters sinu-

soidally or stel_Wise. The final portion of the st_y applies the model

matching technique to the determination of parameters in a mathematical

model ors human _dlot engaged in performing a time-varying control task.

The m_Jor conclusion of the study is that continuous on-llne para-

meter tracking techniques can indeed be applied to the determlr_tion of

parameters in time-varying systems. However, considerable caution is

required in interpreting the resulting parameter variations in the mathe-

matlcal model since these may be influenced not only by the actual vari-

ations in the system but also by a number of extraneous effects° These

effects are traced in some detail and methods for reducing their in-

fluence'are suggested. _C_-_
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1 _ INTRO_CTIO_

This report presents the results of Task Z of a research progra_

concerned with the develol_nent of auton_tic co_uter techniques for the

determination of parameters in a_hematical models of humau pilots.

_he -_Jor objective of Task Z is the al_lieation of these technique_ to

the case where the pilot behavior can be assumed to_be time-varying, under

the influence of time-varying controlled el_nent cha._cteristicso

Based on the results of Task i the continuous model matching tech-

nique was selec+_ for Task 2. It was clear however that a nm_ber of

unanuwered questions from Task ! required consideration before the con-

_inuous method could be applied to a _ime varying situation. In parti-

cular, it was necessary to optimize the convergence time for the fixed

parameter case, since the requirements on rate of convergence becoae

considerably more sever_ i_ the parameters are allowed to vary° Conse-

quent_y_ the first phase of the Task 2 study (and the first section of

this report) aescrlbe the resui_s of a series of tests which were Rer-

formed to improve the performance of the oontinuous me_hod in the fixed

parameter case. The effect of forcing function initial conditions and

adJu_tlng loop gain on the behavior of t_e parameters was examined. The

cor,tribution of a rate term in the e_r criterion w_s also studied

carefully and considerable i_rovement in pezformance was observed as

an error rate term was a_ed° During these investigations a number of

In%erestlng effects were observed, including large angular excursions of

the gradient vector whS'._hare reflected in the descent trajectory in the

p._rameter space, and cross _oupl_ng effects among the parameters. Con-

sider_h!e progress h_s been made in obtaining an analytical explanation

of these p'u._nomenawhich are _iscussed in detail in Section _ of this

report.

1964014079-007
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Following the first phase the improved contim_us method was applied

to the determination of p_,-_meters in a msthe_tical model of a syste_

mg_e _uten_iona_ tlme-varying by sinusoi_al or stepwise pez- _batlon of

one of its coefficients. _e final phase of the stu_v m_e use of the

technique in t_e a_sl_ of h_m_antracEin_ performance under conditions

where gain and one time constant of the controlled element were intention-
r

ally varied.

The notation th_ughout this raT.ortemphasizes the use of differential

equations for characterizi_ system dynamics. Transfer functions are

avoided almomt completely. _his approach is necessary since t_nsfer func-

tions represent the frequency domain behavior of time-inyarian_ systems.

As time variations are introduced, considerable c_ution is required in ap-

plying frequency domain technlques while the differential equation clearly

and unambiguously describes the syste_ behavior° _hi!e it is true t_

such phrases as "time-varying poles _ zeros" do appear in the literature,

the interl0retationof these phrases is open to considerable question and

conseq_, _y they are avoided entirely in this report.

1964014079-008
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2. EXPERIMENTAL PROCEDURE

The experimental procedure utilized in Task 2 was essentially identi-

cal to that of Task i, and consequently the descriptions given in Refe_'euce

i are applicable. As described above, Task 2 was divided into three phases;

the experimental procedure used in these phases is summarized as follows:

Phase I

In this pha6e the system to be identified had fixed parameters. _ne

experimental procedure was identical to that used in Task i. A cha_ge in

the error criterion was introduced for the purpose of Improvin_ the con-

vergence time. The new error criterion is described in connection with

the results in Section 3.

Phase II

This phase was concerned with the identification of a time-varying

parameter in the original system. A coefficient potentlometer in the

analog simulation of the system to be modeled was replaced by a multiplier,

and a sinusoidal or square wave was used to perturb the system parameter.

{ _qe parameter adJus_ment circuit of the model system tracked the parameter

perturbations.

Phase Ill

In this phase _he technique of Phase II was applied to indentiflcation

of human pilot model parameters while the pilot performed a single-axis

compensatory tracking task using a finger-tip contzoller as described in

Reference i° The controlled element, or plant, was made t_me-variant by

the following time sequence:

For the first two minutes of a five minute run the plant was described

by the differential equatio..

"p + :a y

or by the transfer function
P 20

Y s(5 l)
Ourln8 the third ._J_]nuteof the run the gain wa_ increased at a co_stant

rate £or lO s(:_'ondsuntll it reached a value of 45° This value of gain

1964014079-009
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(- washe!_ for one minute and 50 seconds. During a subsequent

10 second inte--_al the plant differential equation was cha_-dd

8t -uniform rate to

p �(,-o.c,,_:)p : ,_y

After these ten seconds, the plan_ transfer function was given

Y $_

and these characteristics were _intalned for 50 seconds. At

the end of four minutes of tracking the _lant vas again 'returned

to its initial state and re_ined in thie condition for the final

50 aeconds of a five-minute trackin6 run. The same configuration

was used in four runs by two operators. As in Task 1 the data

were record;ed on ma6netlc tape and subsequently analyzed by the

contin,_us model matching method.

1964014079-010
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_. HESUL'I_AND DISCUSSION

As outlined in the previous section the study was divided into three

major portions. The first portion of the study was concerned with a deter-

minatlon of maximum aS1owable adjustment gains 3 the choice of criterion

functions, and the effect of initial conditions and forcing functions on

the behavior of the tracking _ystmn. As a result _ wa._po_ ,I¢ to

optimize the techniques which were to be employed in dealing with time-

varying parameters in the system to be modeled. As in Task l, the system

equation used for methods developmen_ was similar in form to the equation

to be employed in modeling the human pilot. The second portion of'the

study included both sinusoidal and ste_se parameter variations. The

final portion of the task was concerned with application of the model

matching technique to the determination of parameters in a model of a

human pilot performing a tlme-varying control task.

3.1 Improved Model Matching of a S_stem vith Fixed Parameters

In order to optimize the convergence time in the case where the system

*_ be identified has fixed parameters, the behavior of the continuous _ndel

matching technique was examined for both sinusoidal and random inputs. In

both cases the effect of adjustment _in; initial conditions, and criterion

functions on the adjustment path was examined. This study was initiated

wLth sinusoidal inputs [n order to permit a convcn;,;u_,_u-_v,''_o,'-the

ef£ects of the forcing t'unctJonand oi'the au,iu_;L.__, ,',_,;; , r, Lhc Lc-

h_vior of the parameters. The results of Task 1 al)1)eareato contain ran,Ju_;_

disturbances in the parameter adjustment process. The use of 8inusoidai

inputs in the present task helped _s clarify the nature of this apparent

randomness, which proved to be actually a systematic response characteristic

inherent in the method used.

3.1,1 The _ffect of Adjustment Galn

Consider first the effect of the galn on the behavior of the para-

meters in the adjustment process, as indicated _n Figure i for sir,usoidal

input _nd Figure 2 for a random input. Both of these flg_res show descent

trajectories in the _ vs _4 plane for various values of adjustment gain.

The parameters a1 and G2 were held fixed. Corresponding time traces showing

"19640]4079-0] 1
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the behavior of the parameters _3 and _ '_s.time for one value of gain

are presented in Figures B and _ respectively. A_. examination of these

four diagrams reveals the following intere,:itlngperformance character-

istics:

(1) T_e adjustment process ceases at inst_,,_ces where the mat ._lng error

changes sign. This occurs once every i/Z cycle for a sinusoidal

input and at randomly spaced intervals !brrandom inputs. Consequently,

the trajectories in the parameter plane exhibit a scalloping or vignet-

ting effect. As expected; the mscallo]?s"exhibit periodic charac-

teristics for slnusoidal input and a rat_knmsequence of an_litudes

for the random input caee.

(2) The adjustment paths in the _srameterp!ane depend strongly on the

adjustment gain, but al_proacna direct un-scalloped descent path

as the gnin is reduced. This can be observed most clearly _ Figure

1 for the case of a sinusoidal input. Paths i_ 23 33 &ud 4 progres-

sively approach path 5,

(3) The length of time required %o converge to wltnln a specified ac-

curacy of the true parameter values can be measured in Figure 1 by

counting the *_tal numb_ of scallops. Each soallop corresponds to

one half cycAe of _ne driving f_equenc_., ir In_s _as? i_0 radian per

,,econd.

(4) One observes t_ tr_emos_.direct path obtained by the lowest value

of adjustment _ain requires the longest time �x�c_nverg_°This path

therefore involves the smallest ai_proxlmation errors in gradient

computation due to tLme-varlance of parameterso Clearly the most rapid

descent, which eeVlete& wldeiy from the direct path, at times does not

approxlmate _ gra_Jen+ pat _.aI ali It can be noted that the deviation

of t,hJs path from the asymptotic path does not necessarily represeut

an instabilitjv-or a faulty behavior of the adjustment system. Thus

p_th number 1 in Figure I differs drastically from path number .5,and

yet results in ins fastes_ conver%enceo Fu_tne._more it can be noted

that hl_ adju_tmert ._sln_ s_ch as those of path i, result in a limit

1964014079-013
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cycle oscillation about the deslrN final v_lue.

(5) Consider path 4 in Figure 2 which represents the adjustment of para-

meters G3 and _4 with a random input a_.da low value of adjustment

_in. It can be seen that success_ve path deviations from a direct

descent differ in magnitude, depending on the character4 _tlce of the

forcing function. It is in_ortant to note that such va_ _atio_s in

the trajectory are directly traceable to the forc _ing function and

bear no relation to the actual parameter bein_ tracked, which in

this case is fixed. This ¢bservmtion must b_ kept in mim_ When

attemptin@ to match human tracking dat_oscillations in parameter

values do not always reflect actual v_riations in h_an _erator

behavior; they _ s_mply be introduced by the random behavior of

the forcing functions. This effect can also be observed in Figures

3 _ 4 Which show the random l_atterasof adjustment as a function

of t_e.

3.!.2 Effect of Initial Condition_ of the Forcing Function

Consider now the effect of the initial phase of the forcing func-

tion upon the adjustment process. This nffect is illustrated it.Figure 5

for a sinusoidal forclng function. This figure shows the effect of ini-

tial conditions approximately 180c out of phase° It _an be seen that

trajectories i0 and 12 which were obtained from approximately equal condi-

tions differ drastically from traJectorle_ ii at/ 13 cbtained whcn the xn-

put was applied one quarter of a cycle later. The _ _ of i_h_initial

condition can be seen primarily in the initia' _,_ses of the adjust:None

process° After approxima_eiy two cycles the trajectories conver_e° The

importance of this effect must be considered IC random inputs are used

since in that case the phasing of the adjustment process is _rbitrary and

an exact repetition of trajectories from run to run cannot be expected

even when matching fixed parameters.

3.1.3 Effects of Parameter Initial Values

Figure 6 sho_'sthe trajectories obtained with a sim'soidai ex-

( citation signal for various initi&i v_lues of parameters O_I aad C_.

1964014079-014
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Time History - Parameter Adjustmentof _ and
J
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The typical s_oping effect is again observable. The forcing function

initial condition _ approximately the same for all the runs shown in

this figure. The wide _xcurslons obtained for some initial values of

_, _ again illustrate the sensitivity of the trajectories to the

phasing of the _?rc__ugfunction. The descent paths of Figure 6 also

give a general _nd_atlon of the stru=ture of the criterion fanction in

terms of contour lines in this plmne. Since each trajectory approaches

the true gradient path, contours of the criterion function must inter-

sect the terminal trajectories of Figure 6 approximately at right angles o

Hence_ the contour lines are approximately of elliptic a_pe with major

axes In _-direction.

3.1.4 Effacts r_f Rate Terms in the Criterion Function

The criterion function used during _he continuous model matching

runs in Task 1 was chosen as the square of the model m_t-_lng error, i.e.

-- (1)

The work of Margolis (Reference 2) suggest_ a considerable improvement in

convergence time if a term proportional to the rate of change of th_ match-

ing error is added to the criterion function. Consequently, the criterion

function of the form

W_S selected where q is a constant. Different values of q were used in

the study to find optiun_m conditions.

In orde_ to obtain r_pid convergence (which is desirable for the

tracking of time-varying parameters) it is necessary to increase the ad-

Justment Io_ g_in. However, the parameter adjusting loop becomes unstable

_heu gain is sufficiently high. This effect is illustrat _I in Figur_ 7, 8_

and 9 for q = O, that is, when no rate term is present in the criterion

_ function. These figures illustrate the behavior of the fo_ parameters

1964014079-020
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under the following conditions:

a. Parameters a1 and u2 were set at their "correct" value , i,eo,

_!, _ _1%nd O_2 = a2.

b. Parameters _3 and _ have initial offsets.

c. _he inlmt forci_ function %_s & sine wave of frequency i_0 rad/sec.

d. The following adjustment _ins were used in the adjustment loop:

Figure 7 K = 0.04

Figure 8 K - 2.0 (equal for all parameters)

Fi&_re 9 K - 16.0

An examination of these three figures reveals the following in-

teresting fac_s:

(i) When the adjustment gain is very low (K = 0.4) as in Figure 7, it

can be seen t_at the convergence of parameters uS and 54 to their correct

values is extremely slow. After 50 seconds of running neither pazmmeter has

attained its correct value.

(2) When the gain is increased to K = 2.0, the parameters approach

to withiu 5 percent of their correct values in 5 seconds° It is interesting

to ,_mtethat with this value of gain parameter 53 displays a low level os_

cillation, and that the rapid adjustment is reflected by displacements in

parameters _l and 0_. Cross coupling effects of this type will be discussed
in Section 4.

(3) As the a_Justment gain is increased to K = 16 instability occurs

in parameter 53, while parameter 54 shows a very slightly damped oscillation°

The cross coupling effect is very strongly evident, being revealed by pro-

nounced oscillations _n parameter _l and incorrect values in parameter _2o

It can be seen that attempts tm increase the 6_,inmuch beyond the value

K = 2.0 used in Figure 8 produce ins+_bility rather than improved convergence

1964014079-021
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Time History - A_us_ment of Four Parame,t_ra
With Sinusoidal _attation
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Differences in stability behavior of the different parameters will also be

discussed in Section 4.

(4) It is interestin6 to note from an eumaination of Figure 9 that

the instability in the parameter adJustlng circuits results in only slight

_isturbances in the matching error. The model output is atrpz oxlm_tely

sinusoidal with small "humps" introduced by llmiting from the parameter ad-

Jus_nent circuits. However, _he matchin$ error remains extremely small.

Comparison of system output a_d model output does mot reveal the unsatls-

factory behavior of the paremeter adJustin@ circuits.

Consider now the effect of increasing the contribution of the

r_te term by adjustment of the rate coefficient q in Equation (2). The

effect of s=.ttiugq equal to zero, 0.5, and 1.0, respectively, is seen In

Fi$ures i0, i!, and 12. Be adjustment @ain in eac'_of these three figures

is held at K ffi8.0, that is, the value of _in is selected sufficiently

high to result in oseillatory but not quite unstable behavior of the par_-

meter adjusting circuits in the absence of the rate term. An examination

of these three figures shows the dramatic Lmprovement in performance which

occurs as q is increased fmom zero. For q = 0.5, most of the oscillation

in the parameters disappears and the criterion function is essentially zero

throughout the duration of the run. It should be noted with reference to

Figures i0 and ll that, as before, an examlustion of mo.iele_tput 3nd system

output does not reveal the oscillatory behavior of the parameters- As q

is increased to 1.0 the oscillation in parameter _4 disappears entirely

while that in _ is reduced to less th_n 5 percent of its maximum value°

Convergence of the parameters to within 5 percent of the desired values

occurs in approximately 3 seconds. These results show that high values of

gain yielding rapid convergence without instabil_ty can be tolerated by

the _eter adjustment circuits when a criterion function of the form of

Equation (_-)is used.

Before proceeding to the application of the method to the

tracking of time-_ar_ln_ lXL._meters, it was necessary to iuves_tg_te tae

effect of the rate term q on paremeter adjustment when a random forcing

function w_s used. This effect is illustrated in Figures 13, 14, and 15

1964014079-025



84Z6-6003-RU-O00

Page ZO

Effect of Error Criterion on the Time History of
Param_er A_Oustment - Sinusoidal Excitation
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Effect of Error Criterion on the Time History of
Parameter Adjustment - SinusoidaZ Excitation
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where the following conditions ap#_V:

(a) The input forcing function was a random signal obtained by filtering

the output of a noise genecator, using a third order lag filter with

a break frequency of 1.0 rad/sec. (This signal is identical to that

used in Task 1 of this study).

(b) The adjustment loop gain was K = 16 for parameters aS and _. This

value corresponds to an adjustment gain which resulted in instabi._ity

for a sinuscidal input.

Parameters Q1 and _ were not allowed tm vary in order to minimize

the interaction between parameters.

(c) The values of q used in FixAtes 13, 14; and 15 were O, 0.5 and 1.0

respectively.

Figures 13, 14, and 15 again show the dramatic improvement iu

performance which is obtained by the addition of the ._te term to the

criterion function. Figure 13 shows instability of the parameter adjusting

circuits in the absence of the rate term. It is interesting to note, that

due to the nature of the _nput function there are portions of the tracking

run when the paz'_letcrscc._,:a:inapproximately constant and the matching

error approaches zero. However, aL times when the forcing function makes

large excurs:,onsthe equilibri_ -s disrupted and the parar_etel':_becln to

oscillate.

Figure i_ shows the behavior of the system with q = O050 Para-

meters _3 and (_4 converge to within approximately 5 percent of tbelr
correct values within one seccnd and exhibit sm_ll random oscillations

5 percent from the correct value) during the entire run° The improved

convergence time, as compared to the ? second adjustment with the sinu-

soidal input, is probably due to the presence of higher frequencies within

the ex,_itationsignal. It c_ also be noted that the system output _nd the

model output are essentially equal i.e., the matching error is neaw!y _ro.

Increasing the rate term to q = i_0 does not result in further _mprovemen_

of the parameter adjustment process. The overshoot in the adjustment of

parameter _3 in Figure 15 is probably not caused by the increased val.ueof

q_ but rather by the ,_ffuctof an unknown initial condition in the forcing

function, as discussel previously.
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3.1.5 Conclusions from the Convergence Study for Fixed Parameters

This phase of the study has led to the following conclusions:

(1) The use of a modified criterion function which includes

error and error rate terms (Equation 2) allows raisln_

the adjustment gains sufficiently to obtain con'._rgence

to fixed parameter values in i +x)3 seconds. This per-

formance is Judged satisfactory for use with time-variant

parameter values.

(2) The nature of the contin-_us cloE.Ki-loopadjustment makes

the parameters sensitive to certain characteristics of the

forcing function during the adjustment process. Conse-

quently, in tracking constant or time-varying parameters

random parameter excursion can be expected when both system

and model are excited with a random excitation signal.

(3) The nature of the continuous model _tching process produces

significant levels of cross coupling between the parameters

obtained.

(4) The adjustment trajectories reflect the phasing of the

excitation signal and vary considerably in repeated runs
i

performed with random excitation.

3.2 Identification of Time-Varying Parameters in a Known S_stem

Investigations conducted under Phase II consisted of the application

of the continuous model matching technique to th_ identification of para-

meters of a k'ao_ time-varylng system. As in Task 1 of the study the known

system was chosen to be a second order differential equation, namely

where the parameters _j a2j a3, and a4 can be made tlme-varlant_ In

_ particular, the system parameters were perturbed _inusoidaily and stepwise,
E

and the behavior of the corresponding model parameters _I' G2' a3' and _4
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was examined, Three types of system paremeter perturbations were studied

om the computer:

_I) Sinusoidal variation in a parameter on the left-hand side of

Equation (3), i.e., a coefficient of the dependent variable

or its derivative (corresponding to a denominatoI uerm i_ the

transfer function of an invarlant rystem).

(2) Sinusoidai variations of a parameter on the rlght-hand side

of Equation (3), i.e., a coefficient of one of the terms of

the forcing function (corresponding to a n_merator term in

the transfer functlov of an invariant system),

(3) Step variations in the system parameters.

3.2.1 Sinusoldal Variation of Parameter a1

Results obtained when attempting to _rack a sinusoidal variation

of parameter aI are shown in Figures 16, 17, and 18. The experimental

conditions imposed in each case were as follows:

Figure 16: Parameter aI perturbed sinusoi,mlly at a frequency of

1.0 radians per second. Model parameters (X2,O3, and

O_ not allowed to vary.

Figure 17: Same system parameter variation as in Figure 16 but all

four parameters allowed to adjust.

Figure 18: Parameter aI in the system being perturbed at a fre-

quency of i0 radlm_s per second and all four model

parameters tracking.

The criterion function used in this portion of the study did not include

the rate term,

The performance of the system may be smmarized by the following

observatiur.s:

(i) When o_ly the model parameter which corresponds to the per-

turbed parameter (in this case _i ) is allowed to adjust, an

acceptable parameter tracking performance is observed. Super-

t imposed o" the sinusoidal parameter variation of _l are random
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"_ components which are introduced by the random excitation

signal. In Figures 16 and 17 the disturbances in the

time histories of parameter _i and model matching error

G are seen to correspond to large excursions in the system

and model output quantities.

(2) The results obtained when allowing all four model parameters

to adjust under the condition that only one parameter (al)

in the syst_l Is perturbed (see Figure 17) exhibit some un-

desirable _ide effects: The sinusoida! perturbation of system
/v

parameter ai reflectz non only in tl_emodel para_,.eter_i but

also in parameter a3. Furthermore, secondary cross-coupling

effects are caused by a 3 variation and tend to reduce the ampli-

tude of oscillation in parameter _i to a new ami incorrect value.

Parameters a2 and Cz_ exhibit drift from their correct values,

thus indicating that their effect ul_,nthe criterion function

is negligible (see Section 4).

(3) It is interesting to examine the matching errors shown in

Figures 16 and 17. Figure 16 clearly presents a better mstch

to the time variant system t an Figure 17 since in the latter

case parameters _2_ a3, and G4 vary incorrectly. Yet there is

no discernible difference in the behavior of the matching error

in these two cases, lu other words, Figure 17 indicates

that for sufficiently small model matching errors the error

criterion function chosen here is too insensitive to param__ter

err_,rsto cause further model adjustment.

(_) When pars_neter aI is varied at a frequency of ]0 radians per

second, .parameters aI and c_3 again vary approximately in sinu-

soidal manner while ps/ameter _2 i_Dediately assumes an incorrect
value °

The frequency of the al-perturhation is so high that tracking

behavior deteriorates, and peaks in the excitation signal are

misinterpreted by the adjustment loop as belonging to the per-

turbatlon in aI. In consequence, excitation peaks appear super-

imposed on the _l-variation and also appear in a 3 due to cross-
coupling. Once again, _C is interesting to observe that while
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the parameter tracking system is not behaving satisfactorily,

the matching error is extremely sm_ll, and hence is insuffi-

cient to cause further model adjustment.

3.2.2 Sinusoidal Variation of Parameter a._

Attempts to track a sinusoidal variation of a coefficient in a

forcing function term are l._JLustratedin Figures 19, 20, and 21. During

this experiment only model parameters _3 and a4 were allowed to vary,

while parameters _i and _2 were held fixed. The following comments may be

ma_e with respect to these results:

(I) Attempting to track parameter _ with a low value of gain (K = 2.0)
an4 q = 0 results in the curves of Figure 19. It is apparent that

parameter _3 does not follow the sinusoidal perturbation of the

corresponding parameter a3. Furthermore, parameter a4 drifts from

its correct value to a new incon-eet equilibrium position. The

matching error, which is given in trace 8 ._fFigure 19 is quite

mm_ll when the corresponding scale is take_ into account.

(2) Increasing the gain to K = 16 with q = 0 results in the curves of

Figure 20. Evidently both paA_neters U3 and U4 become unstable

and the match between system and model becomea considerably worse.

Once again, as observed in previous results, there are periods of

time during which t_e match is rather good, followed by periods of

time when the random excitation signal causes uncontrolled para-

meter oscillations.

(3) Figure 21 shows the effect of adding a rate term to the criterion

function with all other experimental conditions "cemaininE as in

Figure _0. That is, these curw_s show the results of K = 16 and

q = O._. The effect is a dramatic improvement° The match betwee_

system and model outputs is excellent and an approximately _.inu-

eoidal oscillation in U3 is obtained. Orce again the effect of

random excitation peaks is reflected ia ran_om disturbances super-

imposed on the fundamental oscillation of parameter _3o
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3.2.3 Step Variations of Parameter a 3

Figures 22 and 23 show the behavior of the parameter tracking system

when parameter a 3 is perturbed with step changes at a low and high frequency

respectively. The adjustment gain is K = 16_and q = i.O. All four para-

meters are allowed to track. Consider first Figure 2g which _n effect cor-

responds to the behavior of the model matching technique for fixed para-

meters since adequate time for parameter adjustment elapses before the values

are changed. The match betwsen system output and model output is excellent

but a switching transient is observed in the matching error. This is parti-

cularly true in trace 8 which includes the effect of rate of chan_e of error.

Consider now Figure 23 where parameter a3 is perturbed by a square

wave signal. It can be seen that the system and model outputs contain signi-

ficant energy at frequencies approximately equa_ to the fundamental frequency

of the square wave. Ccnqequently_ the behavior of par"meter G3 in the model
varies from cycle to cycle, d_endlng on the corresponding initial conditions

present in the random excitation sigp_l. Cross-couplir_ of parameters is

again evident, both in a1 and i" 04.

3.2.4 Conclusions from the S_tem Parameter Variation Study

The major conclusion from this phase of the study is that continuous

model matching techniques can indeed be applied to the tracking,of time-

varying parameters in a kno_rasystem. Satisfactory tracking of coefficients

of the depe_.lent variables as well as coefficients of the forcing function

terms can be accomplished, provided that the modified criterion function

_iven by Equation (Z) is used.

3.3 Identification of T_e-Variant Human Operator Parameters

Follcwing the completion of Phase II an attempt was made to use the

continuous model matching technique to identify the parameters of a hlu_an

operator in a tracaing task so constructed that the operator's behavior be-

came time-varying. The operator's response presumably adjusts to chan6es

in the controlled elements. The controlled element gain a_d "time constan'_s"

were varied as functions of time as outlined in Section 2. The results for

two different c_erator_ performing the same time-varying tasks are shown in

Figures 24 and 25.
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Consider first Figures 24a and b. Parameter U1 does not revep,l

any well-defined pattern and ca_ be considered approximately constant

for the flve-minute duration of the run. Parameter o_ exhibits what

appear to be significant changes. As the plant gain is increasc_1para-

meter"_ llke_ise _ncreases while parameter O_ decreases. As the plant

is transformed into a double integra'_r, parameter a2 further increases

while parameter G_ further decreases. The trend observed in parameter

a2 is essentially reversed in _3 in the course of these plant variatAo,_s.

Effects of these changes m_nifest themselves in the tracking behavior,

as well as in the mathematical model. An examination cf the second

trace of Figure _o, the operator's output, shows that during _e portions

of the run when t_heloop gain wee high the amplitude of the operator's

corrections was corresl_ndin_ lower. This behavior is clearly expected

since the same magnitude of correction can be obtained with a smaller

stick displacement _hen the plant gain is higher.

( _he effect of the obse_c_l time -_Lriationsin parameters {x2_ 3 and

_4 is most clearly discernible in terms of the gain and lead time constant

in the operator's mathematical model, if it is _ssumed that toward the

end of each phase of the trackiug run an invariant model is approximately

valid. Average values of the parameters o_.throu@h _4 were read at the

times ivdlcatea in Figure 24_ The values of model gain K!_nd model lead

time constant _ obtained 8t these four values of tim& are gi,_enbelow inn

Table 1.

Indicated Model L_i Time
Time Gain Const.

n

tI •437 I.5

•_ t.2 .278 !,9

--. t3 •zS0 2.8

t4 .443 1.5

Table i.
_b
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It can be se_n from an inspection of this table that as the difficulty

of the task increases (the p_ant gain increases and the plant is changed

to a double integration) the operator's gain decreases and his lead

time cor_ta_t increases. In other words, the operator increases h_s at-

tention to signal extrapolation, and he does this at the expense of

gain. It is interesting to note from Figure Z4a that the matching error

is smallest when the plant gain is highest and when the plant is a

double integrator. As the plant is once again adjusted to its original

condition the model parameters return to approximately their original

values and the matching error again approaches its original value.

A similar pattern of behavior is observable in the records of

Figures 25a and 25b, with the qualification that the operator performing

the task in this case exhibits a considerably greater variation in re-

sponse than the previous one as is indicated by larger excursions in

the parameter values. As before no apparent pattern in the adjustment

of parameters a1 and aB is observable. However, parameter a2 does

show an appsrently significant variation, as does parameter G4. Other

observations made in co_ction with Figure 24 apply similarly in this

case. Thus. the operator's output decreases in amplitude when the

plant gain incr ases, and the matching error becomes smaller. It is

expected that longer training times would have resulted in smoother

performance for both operators.

3.4 Conclusions

The results of the study show the feasibility of using continuous

parameter tracking techniques for the identifice.tionof time-varying human

pilot parameters. However, considerable caution must be exercised in inter-

preting partic_.ar parameter values in a time-varying model since these values

may be caused by a combination of a n_nber of factors including the effect of

the excitation signal, _ransients caused by particular initial conditions,

and cross-couplir_ between parameters.
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4. ANALYTICAL CONSIDERATIONS

( _.i Cross-Couplin_ Effects in Parameter Adjustment

The observation of cross-coupling effects which occur du_ing simul-

taneous adjustment of several parameters (see for example, Section 3.2.1)

suggests a more detailed analysis of the underlying mathamatical relations.

Such _, investigation is desirable in order Co gain a better understanding

of the nature of multi-dimensional parameter adjustment and to detezmine

whether certain transient phenomena observed in the computer study are i--

herent in the adjustment proceuure or are caused by computer inaccu_acy.

Considering the steepest descent equation (for _ = O)

it can be seen that the adjustment rate is proportional to the model match-
J

ing error E and the sensitivity _z/a_io In this section the sensitivity

coefficients will be denoted by _Z/_ L= ui_ using only one subscript for.
convenience. The error term ¢ may be expanded, in first order approxi-

mat_on_ in berms of individual parameter errors _c_, viz,,

" Lkoq + - -- + C_ Ao_,_ (5")_ CA,

where hi@her order effects, noise, and uncertainty in the structure of the

mathematical model are omitted. This equation implies e = 0 when all

parameters Gi have been alJusted to the desired values ai, such that

• _i = O, Combining Equations (4) and {5) one obtains
@

j=e

Hence each parameter adjustment rate _i is sensitive, to a varyin@ de6ree_

to all oft he inst_taneous par&meter adjustment errors _,. This sensi.-

tivity is expressed by the (approximate) s_uare matrix ($) wlth time-varying

Thus the notation formerly used will be abridged as follows:

! ,' ^

• --"="'_:__ Ct'2-1 ---- I _ " " } "-'-"--c,,_/_. = LI_/ = _'_4 '
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elements

such that

The off-diagonal elements of the matrix are the cross-coupling coefficients.

Under random excitation x(t) the cross-coupling terms tend to have small

average values t provided the ui and uj terms are statistically independent.2

The diagonal terms ui Ere non-negative and their average values are _lways

larger than those of the cross-coupling terms. It is noted that according

to E_uation (7) the matrix is symmetric.

Inepecticn of the time-histories exhibited in Figures 26 and 27 re-

veals that the sensitivity terms uI and u3 dominate u2 and u_, respectively.

This is explained by the fact that uI and u3 are obtained as solutions of

sensitivity equations in which the time-derivatives _ and x rather than z

and x are the forcing functions (see Equations (I.lO) andCI-lk), page 59,

of the Task I Report, Ref. i). Considering the frequency content of the

e_citation signal x and the dependent varia01e z it follows that x and

have larger m_imum _xcursion_ than x and z, respe:tively. (Additional

analysis will be presented in Section _.2.)

These facts explain the prevalence of cross-coupling effects between

errors in the C_ and _3 adjustments which were observed in Figures 17 arts18o

In these instsnces the variation in 0% which was caused by sinusoidal per-

turbation of the correspcr,dlng 6y_tem p_rameter a_ also produced a sinu_oid_l
/.

variation i _e3" This effect in turn caused secondary crossocoupling _n _I o

Cross-coupling effects are also noticed when all but one model param-

eter are initially set at their correct vslues. During the adjustment of

the initially incorrect parameter some transients will also occur ir the

remaining parameters _i as a result of cross-coupling, according tc Equa-

tion (6). This is true because _he sensitivities ui corresponding to these

parameters are not precisely zero due to small computational errors.

4.2 Functional Relation Between Sensltivit_.Coefficients

A closer examinati_:_ of the sensitivity coefficients ui and their in-

terrelation is of interest to obtain quantitative estimates of relative

magnitudes,
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Consider the, sensitivity equations for uI and u2 (see Task I

Report, Page 59) for invariant ol, G2

@@

with initial values Ul(O ) : Ul(O) : u2(O ) = u2(O) = O.

Time-differentiation of Equation (i0) yields the approximate relation

:- jq. C")

Transient differences between uI and u2 are caused by a non-zero initial

value

,;,:_. (O) = -- _ C_)

Note that _!(0) equals zero by definition but _2(0) in ger._.¢al does not

e_ual zero.

Similarly, the corresponding two sensitivity e%uations for u3 and uM

a

@

with initial values _.3(OJ = _a(O) " ¢_At (0) = aft.(O) =0

yield the approxJmate relation

.

which is valid after transient differences between u3 and u_ due to
X (_).) :_ 0 have subsided.

Combination of the senoitlvity equations (ii), (IB) and the original

model equation
_4

z +_- _ _z = x (_s)

yields the app_xlr.ate relation

which is applicable after transients due to z(O) and _(0) have disappeared.

: It is important to note +.,hat Equations (ii), (i_) and (16) imply

time-invariant coefficlents. If _I and G2 are time-variant, e timc-

differentiation of E%u_=tlon (I0) yields:
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In this case a d_rect cquiv_.enc_, with _uation (9) leading to _he appzoxi-

mation u1 _= d2 can no longer be established. Nevertheless it is reasonable

to _s,_e that for sufficiently _ _iI adjustment rates _I' _2' the approxi-

mations (Ii) and (14) are still useful in providing estlmate_ of the rela-

tive m_gnitudes of the ui terms.

In some applications it should also be of interest to consider the

very considerable s_mplification which results from using the approximate

relations (ii) and (14) in implementing the parameter _matchingsystem on

the computer. This computer program would include only Equations (10) and

(l_j yielding ul, u2 and us, u_,respectively. A similar formu!_tion has

been used by W. J. Klenk in simplifying the computer implementation of an

s_ptive control system, where two dlstiuct parameter influence coefficients

were obtained from a single sensitivity equation (see Reference 3).

4.3 Frecisio_____nof l_rameter Ma_ching

As was observed in the discussion of the computer results, different

parameters of _he system are matched _ith different degrees of precision.

_e relative magnitude of the sensitivities ui helps to explain this fact.

Equation (5) shows that the instantaneous model matching error constitutes

a weighted average £ th_ individual adjustment errors _c_ i where ui are the

weighting factors. Clearly those adJust=ent errors w_dch are characterized

by dominant weighting factors will be adjusted with the greatest precision,

and vice vers.:. Since uS dominates in _,_." ; of the cases examined, it is

not surprising to find the precisic_ -_ Zhe a3 adjustment is quite high.

By contrast, u2 is dominated by the other .,_nsitlvities and hence (_2is

poorly defined. These results are also b_..rneout by Figures 5, 5, "_"of

the Task I Report (p_es 19-21)o

Further Investig&tlon of the underlying mathematical relations _ill

clarify the picture. 'l_efollowing discussion applies :igorously only t_

the _ime-invariant case, but serves to explain basic trends in the tim_.-

variant c_se as well.

It is first observed that the random excitation signal x_) includes

frequ-ncies up to 5 rad/s_.cdue to h_man tracking behavior. 'Faerefore,

h_.shigher amplitudes in the upper frequency b_id than x, and causes u3 to

dominate u_ (se_ Equat_Dns (]2), (13), (14)). Similarly, since Z and
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reflect x and _, it t_ expected that uI will dominate _'2'dependlng -.nthe

fllterlng cbarack_erlstlcsof the model eguatlon (15). T}'plcalva! ,,e_of

tr'_naferfunction gain for the tlme-invnzlant syste_ over the r_-Lgeof Input

fz,'._tuencies are

I_--- = o./s"... _.RS"
fX

when X and Z are Laplace t_v_fozms of x, z. Fa:.-ther_re, s. estiamte of

42 and u4 magnitudes can.be obtained on the bas_.sof E;uation (16), vlz.,

_erefore, the sensitivity te._mu_ _In_tes up at le_at,by a :..tioof

3:1. This reaultmm conflme4 in many of the time alstorie_ f_.-::z-__i-:

Section 3_ _or the con01tlona un4er which toe mod._.lmat:hlrdg system was

operated it _aY be _en _hat u3 dominates uh whi@,,in turn dominates uq.

Also, u._dominates u2, hence zhc ._oordefinition of _2 and the generally

good definition of _3 observed in many o_ the computer runs. The relatively

larger val_iesof u3 also tend to make the a3 a_Justment loop the most critical

in terms of stability as was observed in Section 3.1._.

It is interesting to note that the quF,!Itative discussion derived for

the time-lnvazl_nt case still applies in the time-variant case considered

here. Howe-,'er,rurther investigation along these lines will be very desir-

ablf,, This will alSG have to include the effect of the rate stabilization

te_,'m_ e in the error criterion.

4._ Time.,,,arianceof the Gradient

The non-uniform; seemingly erratic character _vignetting',of the

descent curves (see Fz_,,'resi, 2, etc,) in the Darameter space was investi-

gated in order to clarify unaerlying causes and tc understand the theoretic_l

and practical problems inherent in continuous model matching.

In order to demonstrate the result of gradient computation (without

introducing problems dee to closed-loop adjustment of parameters) several

open-loop gradient loci were _lotted. Figure 28 shows these loci at various

tri_.lpoints in the _3' _ plane, iT,e perameters c5.,c,2 were set at their

"correct" values equel to the system p::rametersal, a2 respectively. A

sinusoidal excitation signal x was used in these computations.

Figure 28 shows an interest.in£'and une_:pectedrc_uLt: The <Y3'_''

locloftheti  e-varJ , tve,tor 2Z/2 +pre
far LissaJous figures dtscr_bing two full rotations for every period of the
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sinueol_ excitation signal. Tt_eE:_ile_t locl pete through the trl_!

putat during every fall rotation. A% "obese ins%snee_J %_:e 6_l%e_t has

ma_itude zero, corresponding _ the cusps in the v_gnettlng descent

pa_hs (Flgures I, E). For r-_ndomex:Itatlon of the model matching system

the loci are Lissajous figures of irre_lar shape with _ar_m_ ti_e-lnterv-_l

per full rotstion_ i .e., between F-_sage8 through %h_ trial point. "The lm-

pl!ca%lon._ of this result are of 6re,_t si_nifl_ce Yt c_u _e observed

t_&h the ttme-v_v)_n6 ____:dent sweeps an ang_laz _mtn of 180 degrees tn

_he _, _ plane f.nd that onl_ the Bean orientation of the g/_ent vector
points in the _-ection in which one desires the descent to proceed. In

other words, the _rlterlor.fun_.tionfor_ a time-varylng surfa:e vlth Io_._/

ri_es and depressions wht_.c _re not relewmt for purposes of desc_n% to

the minimum point at _3 : _3 and _ : a_. This su_ests the use of filter-

ing of the time signals which _e_erate _he _ra_dent c_zponen_ _:/_@_

in order to emphasize the ;referred mean _radient orien.ation. Fi_,re

is a s:_etchof open-loop gradient locl obtainer with e_d w_tho_t low pass

fllteri_.

A mathematical explznatior,of the observed phenomena _ be readily

provided. With a pure sfnusoidal excitation x_) all output variables

i.(., z, Ul, u_, ... are sinusoids of the same frequency afte_ the initi_l

t_ansients have decayed, _seumin@ e.dynamically stable system. The model

mabchin_ erroc, _ : z - y, Iz sinusoidal as well. Thus the gradient com-

ponent

is _ elnusoid with _wice the excllatlon frequency, changing signs four times

d:,rlngeach period of excltatlon, i.e., twice for _ : O, mad twice for

uI : O. Since the factor _ is e¢mmon to all _r_ient ccmponents, the Kradien,_

must be zero p,:rlo4ically_t times when the criterion f_nction F = 1/_ _Z

also has the va_ue zero. In the _ase of ran&oreexcitation the above argo-

meritsremain essentia3_!yvalid, except the zeros of the gradient occur at

ranicu time intervals.

In Fig,re '_8it _s interesting to note that the gradient samples _-)

plotted in a ._rge _r_a of the _3' G_ plene near the minimum of F are e_-

_remely small. This demonstrates the poor model mat:hing definitiou in the

case under inve_tig_tion here.
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before trial before filterim
filtering # point

after filtering _N x

after

• _I filtering/
#
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Open-Loop Gradient Loci in a3_ u4 Plane before

and ._fterFiltering of Output Signals

Figure 29.
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The time-variation of the local 8radle_t lea_Isto an interesting

observation reg_rdin_ the. s_ed of convergence, for a model matching problem

with many para_te_-s, The probability of the gradient being oriented within

the preferred anguL_, range is le,ss than one inasmuch as the vector points

in other dl:-ectionspart of the time. If_ for example, it points in the

desired di_ectlon only 50% of the time in a two-parameter adjustment prob-

lem, this probability is reduced fuzther in a three-I_rameter problem: and

still further in a four-l_Lrameter problem, since the clef,fred direction

occupies less and less of the total emgle in the hyper-L_pace over vhiah the

gradient is free to wander. As a result, the settling t%me increases at

least in proportion with the number of paramete_ tc be ac_Justedsimult_u-

eously. On theoretical grounds the time would tend to increase with powe.rs

of 2n where n is the number of parameters, considering the geometry of

angular 2egions in a hyper-sI_ce. Refined filtering techniques are re-

quired to counteract this tendency. 1_rthe.- investigation ale,rigthese

lines will be required to cope with the prm=hical implications of this

result.
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